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An	Autonomous	Network	
Management?		

Within	the	Context	of	Resilience	
	



“Over	1	million	of	SCADA		devices	over	Internet”	
																																																																														Thales	

Internet	has	fast	becoming	
infrastructure	for	criLcal	
services-	eCommerce,	
eGovernment,	eSurveillence,	DNS,	
Millions	of	SCADA/ICS	devices,	IoTs	
and	other	cyber-physical	applicaAon	
are	currently	deployed	over	Internet	

CriLcal	Infrastructure	on	the	
Internet	aNack	are	sLll	rising	
(1.2	TBps	DDoS	on	Dyns	in	2016,	
CriAcal	Internet	infrastructure	
brought	down	by	TVs,	Camera,	
smartlights	and	Toasters	)	

Background	



Background	

GOOD	THING	IS	THAT	SDN,	Big	
Data,	CogniLve	CompuLng	and	
ComputaLonal	Technology	are	
evolving,		

Internet	Traffic	(ie	ANack)	is	hard	to	
model	:	High	Volume	,	High	Velocity,	
Uncertain	environment(very	Dynamic)	.	
Future	(MulAlayered)	Internet	
Management	needs	to	address	these	
characterisAc.	



Autonomous	Systems	

IS	AN	AUTONOMOUS	NETWORK		
MANAGEMENT	FEASIBLE	?	



IntroducLon	
•  Autonomous	vehicles	are	already	a	reality…	will	the	
same	concept	applicable	for	future	Internet	
Management?	
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.			

Autonomic	and	Autonomous	refer	to	the	level	of	Authority.	
The	idea	to	to	have	minimum	or	no	human	intervenLon.	

IntroducLon	:	The	Terminologies	

AutomaLc	
	

Set	of	fixed/programmed	
tasks	(ie	SOP,	step	by	step)	

Autonomic	
AutomaLon	with	
Intelligent,	Self-x	

(selforganize,	selVeal	etc),	
ability	to	control	internal	
environment/resources)	

Autonomous	
Self	DirecAon	(effect	

external	environment	–	
ie	autonomous	car,	

drone)	

Intelligence	:		Ability	to	learn,	adapt,	change,	evolve	(make	decision)	Human		
Intelligence	

Machine	
Intelligence	



IntroducLon	:	Resilience	
•  Resilience:		Ability	to	Remain	

Opera3on	in	the	face	of	Challenges		
•  Axiom	:	Faults	are	inevitable	(Perfect																
																				systems	are	Infeasible)	

•  Example	Challenges		:	Human	Error,	
Natural	Disaster,	A_ack,	Machine	
Error	,	Flash	Crowd,	Sabotage,	(some	
happen	with	Genuine	reasons	and	
not	necessarily	Malicious)		

	
•  Example	Strategy	:	

–  D2R2+DR		=	Detect	Defend	Remediate	
Recover	+	Diagnose	Refine	

Autonomic	

Autonomous	



Why:	Current	State	

•  Current	approaches	work	in	silos	(soluAons	not	designed	to	
fit	into	mulAlayer	defense	strategy)			

•  Cloud	Based	services	such	as	Scrubbing/Clean	Pipe	services	
could	be	costly	(ie	service	cost,	bandwidth+	indirect	cost)	

•  Delay	in	Decision	making	and	AcAon	Triggered	as	most	of	
Security	decision	are	manual	

•  Lack	of	ExperLse	within	organizaAon	to	match	dynamic	
nature	of	challenges	

•  Data	and	Traffic	are	growing	beyond	human	capability	to	
analyze	or	handle	(prone	to	error)	



Why?	:			
Current	Challenges	
AUTONOMOUS	MALWARE		
MulLlayered	..	Need	CoordinaLon		

Malware		
are	now	
Intelligently		
Spread	
through	
Botnet	



Why	:	The	Benefits	of	Autonomous/autonomic	Systems		

•  CoordinaLon-	The	needs	for	OrchestraAon	of	
acAons	across	mulAple	layers	of	networks		

•  Speed	-	Improve	Time	to	Response		
																				(Real	Time	decision	making	and	acAon)	
•  Avoid	Challenges	that	largely	due	to	human	factor	
•  Retain	experLse	and	experience	within	

organizaAon	
•  Human	to	Focus	of	Strategic	rather	than	technical	
	



How	do	we	do	this?	:		
Components	of	Autonomous	systems		

• Take	input	from	user	(ie	acAon,	parameters)	
• Specified	by	policy	Files	(ie	as	strategy	lookup)	
• Orchestrate	Message	passing	between	Network	
FuncAons	(mulAlayers/mulAcomponents)	

• Translate/Refine	policy	to	low	level	
implementaAon	(can	we	use	voice	recogniAon?)	

• Example	:	Ponder2	,	PonderTalk,	

Policy	Based	
Management	

• 	Decision	to	be	supported	by	fact	
• Perform	specific	task	such	as	monitor	uAlizaAon,	
classify,	control	

• Triggered	through	message	passing	from	
orchestrator	(start,	stop,	send	parameters)	

• Performed	autonomously	unAl	stop	direcAve	
received	

Intelligent	
Network	
FuncLon	

AUTONOMOUS	

INTELLIGENCE	



Policy-based	management		
Framework	that	orchestrates	and		
Coordinate	message	passing	
among	Anomaly	Detector,	
Classifier	and	Rate-limiter	

Anomaly	DetecAon,	Classifier	and	
Ratelimiter	implementaAon.	These	are	
considered	rouAne	tasks	that	can	be	allowed	
to	be	autonomous.	They	can	potenAally	be	
deployed	across	SDN	routers	and	switches	

Human	Operators	focus	on	Strategic		
Decision	and	goal	se]ng	using	Policy	
Language	

How	:	Components	of	Autonomous	Systems		

POLICY-BASED		
SYSTEM		

INTELLIGENT	SYSTEMS		

HUMAN			

LOW	LEVEL	
IMPLEMENTATION	LAYER	

HIGH	LEVEL	–		
ORCHESTRATION	LAYER		

1	

2	



CASE	STUDIES	:	REALIZING	AUTONOMOUS	SYSTEMS	
•  The	case	study	was	conducted	based	on	2	scenarios		

–  Scenario	1:	Simulated	DDos	using	Network	Topology	of	Service	Provider.	
–  Scenario	2:	DDos	DetecAon	for	DNS	root.servers	A_ack	2015	[1][2]	

SCENARIO	2	(Anomaly	DetecAon	based		
	on	RIPE	DNS	monitoring	traffic/queries)	[3]		

SCENARIO	1	(Simulated	LARGE	scale	of	
A_ack	on	Telco	using	OMNET++	Simulator)		

Reference	:	
[1]	h*p://www.root-servers.org/news/events-of-20160625.txt	
[2]	h*p://thehackernews.com/2015/12/dns-root-servers-ddos-a*ack.html	
[3]	h_ps://www.internetsociety.org/doc/ripe-atlas-probes-and-anchors	
	



Policy	autonomously	Triggered	to	change	the	bandwidth	limit	
(without	human	intervenAon)		

Ponder	2	:	Java	based	Objects	for	Policy	Management	
(orchestraLon)	-	Ponder2	Framework	publicly	available	

CASE	STUDIES	:Component	1:	Policy-Based	Mgmt	



	
Building	Anomaly	Detector	(using	R	pogramming)		to	detect	DNS	A_ack	
based	on	data	collected	from	9000	RIPE	DNS	monitoring	Probes	

Autonomous	Learning	Systems	Library	
Publicly	available	from	:	CRAN	R	
Repository		

		
for	(i	in	1:length(avector)){	
		if	(i	==	1){	
		a	=	teda_r(avector[i])	
				mean	=	a$curr_mean	
				curvar	=	a$curr_var	
				nexk=	a$next_k	
								}	else	{	
		a=	teda_r(avector[i-1],	
									mean,	
									curvar,	
									nexk)	
		mean	=	a$curr_mean	
		curvar	=	a$curr_var	
		nexk=	a$next_k	
								}									
	 # r e s u l t [ i ] < -
list(a$curr_eccentricity,a$curr_typicality,	
a$curr_norm_eccentricity,a$curr_norm_typic
ality,a$outlier,a$ecc_threshold)	
	#	summary	(a)	

A_ack	visualized	and	and	anomaly.	Marked	in	x	(in	real	
Ame).	Message	can	be	sent	to	NMS	or	passed	to	
orchestrator	for	automated	response	(ie	trigger	other	
network	funcAon	such	as	rate-limiter	etc)	.		

CASE	STUDIES	–	Component	2:	Intelligent	Systems		



The	Drivers	and	Enablers	
•  Technology	

–  ComputaAonal	Technology	(Cheaper	and	be_er	CPU,	memory)	
–  Big	Data	Technology	(Machine	learning,	Deep	learning,	data	

visualizaAon,	data	preprocessing	(Extract-Transform-Load)	are	made	
easier)	

–  Sokware	Defined	Network	Technology	(No	more	vendor/hardware	
centricity,	allow	highly	customized	use	of	hardware)	

	
•  OrganizaLon		

–  To	enable	real	Ame	decision	making	and	response	
–  To	Adapt	to	policy-based	management	–	focus	on	strategic	task	rather	

than	rouAne	tasks		
–  Business	requirement	are	dynamic	due	to	economic,	poliAc,	cultural	

reason	
–  OrganizaAonal	Mindset	and	culture	(transformaAon	from	manual	to	

automaAon,	upskilling,	strategic)	

•  Individuals		
–  Adequate	Skillset	and	experAse	(ie	SDN,	Phyton,	Big	Data)	
–  Next	level	for	Network/Security	Professionals	??	



Autonomous	Systems	Tradeoff	and	Issues	
	
•  Autonomous	systems	design		is	subject	to	Non-

Technical	requirement	or	policies,	someAmes	
economy,	poliAc	or	culture	related	

•  Human	In	the	Loop	should	be	considered	as	
emergency	switch	

•  Accuracy	may	be	second	priority	(aker	speed	
and	efficiency)	

•  May	selecLvely	applicable	(based	on	RISK)	to	
certain	type	of	tasks	compared	to	others	(ie	
rouAne	and	low	risk	tasks	can	be	handled	
autonomously,	but	high	impact	task	needs	
authority	intervenAon)		
–  Hence	Autonomous	systems	is	recommended	at	low	

level	implementaAon	level	(ie	edge	analyAc+acAon),	but	
in	the	context	of	network-wide	deployment	it	should	be	
autonomic	(at	the	moment)	



Other	impacts		
•  More	Intelligence	sharing	(mulAple	
providers)	which	can	be	from	other	
context	(ie	social	media	as	sensors)	

•  New	job	definiLons,	less	of		low	skilled	
but	increased	in	mid-skilled	workers	
(means	more	sokware	programming	
skills?)	

•  Cultural	and	mindset	change	(personnel	
and	organizaAonal)	–	data	driven	

•  Changes	are	inevitable,	probably	(in	the	
future)	needs	insAtuAonal	control	or	
regulaAons.	



Conclusion	
•  Future	Internet	Management	needs	to	adapt	
Autonomous/Autonomic	and	Intelligent		strategy	
to	address	the	rise	of	a_ack	sophisAcaAon	(&	
challenges)	

•  The	key	components	are	Policy-based	management	
and	Intelligent	Systems	

•  OrganizaLon	and	Individuals	are	key	stakeholders	
in	making	Internet	Management	works	

•  Be_er	computaAonal,	Big	Data	and	SDN	technology	
will	be	technological	driver	for	autonomous	systems	
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Thank	You	



Problem	QuesLons	
•  What	is	defined	as	Autonomous	Systems?	
•  What	are	current	state	(shorpalls	of	exisAng	
approaches)	

•  What	are	the	benefits	of	an	autonomous	
Management	of	Network?	

•  What	are	the	Drivers	and	Enablers	
•  How	does	it	works/demonstrated?	
•  Can	Network/Internet	be	autonomously	
managed?	What	are	the	Tradeoff,	issues?	

•  What	are	the	other	impacts	

	



Why?		:	Roadmap	to	Autonomic	Management	
Risk	

Efficiency	

h_ps://www3.technologyevaluaAon.com/research/TEC-report/BI-Maturity-and-Sokware-SelecAon-PerspecAves.html	

h_ps://cogniAveradiosec.wordpress.com/2017/01/28/arAficial-intelligence-as-an-enabler-for-cogniAve-self-organizing-future-networks/	


